
Missing references:

1. A recursive algorithm for computing matrix closure via Gauss-Jordan
elimination (easily translated to Gaussian elimination/LU factorization)
with the same bandwidth cost as a 3D algorithm was given for the PRAM
model by Aggarwal, Chandra, and Snir [2].

2. A non-pivoted LU factorization algorithm with the same cost as 2.5D LU
(better latency cost by a log p factor) was given for the BSP model by
Tiskin in [4].

3. An LU factorization algorithm with pairwise pivoting with the same cost
as 2.5D LU (better latency cost by a log p factor) was given for the BSP
model by Tiskin in [5].

4. References to the broadcast-based 2D matrix multiplication algorithm
which cite SUMMA, should also have cited Agarwal, Balle, Gustavson,
Joshi, and Palkar [1] as this was a special case of their algorithm.

Technical errors:

1. The lower bound for the communication-synchronization tradeoff in Sec-
tion 4 fails to take into account potential overlap between communication
of the different blocks. This oversight is addressed in more detail in [3].
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